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Resumen

La comunicacién constituye un derecho humano fundamental y factor determinante para la inclusion social. En Ecuador, las personas con
discapacidad auditiva enfrentan barreras estructurales, lingliisticas y tecnoldgicas que limitan su interaccion plena en dmbitos educativos,
laborales y de salud. La Lengua de Sefias Ecuatoriana (LSEC), reconocida oficialmente, carece de soluciones tecnoldgicas robustas que favorezcan
su traduccion en tiempo real. Este estudio presenta el desarrollo de una aplicacion mévil inclusiva para la comunicacion bidireccional de 15 frases
en LSEC, utilizando redes neuronales convolucionales (CNN) optimizadas con TensorFlow Lite para garantizar su funcionamiento en dispositivos
moviles de bajo costo. Se construyd un dataset propio con registros visuales, elaborado con participacién de la comunidad sorda, lo cual asegura
pertinencia cultural y lingliistica. La metodologia aplicada combind un enfoque mixto: validacién técnica del modelo mediante métricas de
precisidn, F1-score y latencia, junto con la evaluacidn de usabilidad y aceptacién social en pruebas de campo con 354 participantes seleccionados
estadisticamente. Los resultados evidenciaron una precision superior al 90%, un tiempo de respuesta promedio de 0,8 segundos por frase y una
amplia aceptacion social, confirmando que la aplicacién mitiga la asimetria comunicacional y fortalece la autonomia de la comunidad no oyente,
destacando su utilidad en entornos educativos y de atencién médica. Este aporte pionero en accesibilidad digital en Ecuador y América Latina, al
ofrecer una solucion replicable y escalable para lenguas de sefias subrepresentadas. Ademas, se articula con los Objetivos de Desarrollo Sostenible
4,9y 10, fortaleciendo su relevancia cientifica, tecnolégica y social.

Palabras clave: accesibilidad digital, discapacidad auditiva, inteligencia artificial, lengua de sefias ecuatoriana, redes neuronales convolucionales.

Abstract

Communication constitutes a fundamental human right and a determining factor for social inclusion. In Ecuador, people with hearing disabilities
face structural, linguistic, and technological barriers that limit their full interaction in education, work, and healthcare settings. The officially
recognized Ecuadorian Sign Language (ESL) lacks robust technological solutions that facilitate real-time translation. This study presents the
development of an inclusive mobile application for two-way communication of 15 sentences in LSEC, using convolutional neural networks (CNNs)
optimized with TensorFlow Lite to ensure its operation on low-cost mobile devices. A proprietary dataset was created with visual records,
developed with the participation of the deaf community, ensuring cultural and linguistic relevance. The applied methodology combined a mixed
approach: technical validation of the model using accuracy, F1-score, and latency metrics, along with evaluation of usability and social acceptance
in field tests with 354 statistically selected participants. The results showed an accuracy rate of over 90%, an average response time of 0.8 seconds
per sentence, and broad social acceptance, confirming that the app mitigates communication asymmetry and strengthens the autonomy of the
deaf community, highlighting its usefulness in educational and healthcare settings. This pioneering contribution to digital accessibility in Ecuador
and Latin America, offering a replicable and scalable solution for underrepresented sign languages. Furthermore, it aligns with Sustainable
Development Goals 4, 9, and 10, strengthening its scientific, technological, and social relevance.

Keywords: digital accessibility, hearing impairment, artificial intelligence, ecuadorian sign language, convolutional neural networks.
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Introduccion

La comunicacidn constituye un proceso esencial para la interaccién humana y el desarrollo social,
cultural y econdmico de las sociedades. Sin embargo, para las personas con discapacidad auditiva este
proceso se ve interrumpido por barreras linglisticas, tecnoldgicas y estructurales que limitan su inclusién
plena en la vida cotidiana. La Organizacién Mundial de la Salud estima que mas de 430 millones de
personas en el mundo presentan pérdida auditiva discapacitante, cifra que podria superar los 700 millones
en 2050 (World Health Organization [WHQ], 2021). En América Latina, y particularmente en Ecuador, este
escenario se agudiza debido a la escasez de intérpretes oficiales, la limitada difusidon de la LSEC y la falta
de herramientas tecnoldgicas que faciliten la interaccidn directa entre personas con discapacidad auditiva
y oyentes (CONADIS, 2023; Discapacidades, 2024).

La LSEC, reconocida como un sistema lingliistico completo con gramatica, |éxico y estructura
propios, constituye el principal medio de comunicacién de la comunidad sorda ecuatoriana (Gutiérrez &
Sanchez-Portocarrero, 2020). No obstante, su integracion en procesos educativos, de salud y de servicios
publicos sigue enfrentando obstdculos debido a la ausencia de intérpretes certificados y a la escasez de
soluciones tecnoldgicas inclusivas (Franco-Segovia, 2023; Camgo6z et al., 2020). Esta situacidon genera
dependencia estructural y limita el ejercicio de derechos fundamentales, profundizando las desigualdades
sociales.

En los udltimos afos, la inteligencia artificial (1A) y el aprendizaje profundo han emergido como
alternativas prometedoras para superar estas barreras. Las CNN han demostrado alta precisidon en el
reconocimiento de patrones visuales complejos y se han aplicado exitosamente en tareas de visidn por
computadora, como la identificacidon de gestos y sefias en tiempo real (Pigou et al., 2018; Huang et al.,
2021). Asimismo, arquitecturas secuenciales como Long Short-Term Memory (LSTM) han mostrado
eficacia en la interpretacion de secuencias gestuales, ampliando las posibilidades de traduccion
automatica de lenguas de sefias (Graves, 2013; Sutskever et al., 2014; Zhou et al., 2020). Sin embargo, la
mayoria de estas aplicaciones se han desarrollado en contextos europeos, asidticos o norteamericanos,
con corpus y lenguas de sefias especificas como la American Sign Language (ASL) o la British Sign Language
(BSL), lo que limita su aplicabilidad en entornos latinoamericanos (Camgoz et al., 2018; Yin et al., 2021).

En América Latina, las iniciativas tecnoldgicas para la interpretacidn de lenguas de sefias han sido
escasas Yy, en su mayoria, centradas en alfabetos manuales o aplicaciones de escritorio, sin explorar
plenamente el potencial de los entornos moviles (Rodriguez-Hernandez & Pachdén-Bello, 2011; Cruz
Aldrete, 2008; Saldias, 2015). Esta brecha evidencia la necesidad de generar soluciones locales, cultural y
linglisticamente pertinentes, que respondan a las necesidades de la comunidad sorda y se integren en su
realidad cotidiana.

El desarrollo de datasets propios es un requisito critico para alcanzar este objetivo. Estudios
recientes han sefialado que la precisidon de los modelos de IA para reconocimiento de sefias depende de
la calidad y representatividad de los datos visuales, los cuales deben considerar variaciones en condiciones
de iluminacion, fondo y caracteristicas individuales de los usuarios (Joze & Koller, 2019; Duarte et al.,
2022). En este sentido, la ausencia de corpus gestuales digitalizados en LSEC constituye una de las
principales limitaciones para el avance cientifico en Ecuador.

Adicionalmente, la implementacién de aplicaciones moviles inclusivas demanda un disefo
accesible y adaptable a los usuarios. El uso de frameworks multiplataforma como Flutter y librerias de
visién por computadora como MediaPipe ha posibilitado el desarrollo de interfaces mas eficientes,
capaces de integrar traduccion bidireccional (texto a sefias y sefias a texto) en tiempo real. Cuando estas
innovaciones se complementan con metodologias agiles de desarrollo, como Scrum, y con procesos de
validacién participativa junto a la comunidad usuaria, la pertinencia técnica y social de las soluciones se
fortalece significativamente (Zhao et al., 2019; Vacacela & Zuiiiga, 2021).
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A nivel internacional, los avances en este campo han sido reportados en revistas de alto impacto,
destacando aplicaciones de aprendizaje profundo en sistemas automaticos de interpretacién con
resultados superiores al 90% de precision (Camgoz et al., 2020; Yin et al., 2021). No obstante, persiste un
vacio cientifico en torno al disefio de modelos aplicados a lenguas de sefas latinoamericanas,
especialmente en contextos de movilidad y en dispositivos de bajo costo.

Frente a este escenario, el presente estudio plantea el desarrollo de una aplicacion movil inclusiva
que facilite la comunicacién bidireccional entre personas oyentes y personas con discapacidad auditiva en
Ecuador, mediante el reconocimiento de frases en LSEC utilizando redes neuronales convolucionales
optimizadas para dispositivos mdviles. El proyecto integra la construccién de un dataset propio de 15
frases seleccionadas en LSEC, la aplicacién de TensorFlow Lite para mejorar la eficiencia en dispositivos de
uso comun y la validacién participativa con asociaciones locales de personas sordas.

El aporte de este trabajo se concentra en tres niveles. Primero, tecnolégico, al proponer un modelo
de reconocimiento de frases completas en LSEC en tiempo real, superando el enfoque tradicional basado
en dactilologia o palabras aisladas. Segundo, sociocultural, al disefiar una solucién contextualizada que
responde a necesidades comunicacionales concretas de la comunidad sorda ecuatoriana. Tercero,
académico, al contribuir con evidencia empirica sobre la aplicabilidad de modelos de IA en contextos
latinoamericanos, donde la literatura en accesibilidad digital sigue siendo limitada.

En sintesis, este estudio responde a una problematica critica de inclusién comunicacional en
Ecuador y aporta un modelo replicable que puede beneficiar a otros paises de la regidn. Asimismo, se
articula con los Objetivos de Desarrollo Sostenible, especialmente con el ODS 4 (educacidn inclusiva y de
calidad), el ODS 9 (industria, innovacién e infraestructura) y el ODS 10 (reduccidon de desigualdades),
reforzando su relevancia en la agenda cientifica y social global.En sintesis, este estudio responde a una
problematica critica de inclusion comunicacional en Ecuador y aporta un modelo replicable que puede
beneficiar a otros paises de la regién. Asimismo, se articula con los Objetivos de Desarrollo Sostenible,
especialmente con el ODS 4 (educacién inclusiva y de calidad), el ODS 9 (industria, innovacién e
infraestructura) y el ODS 10 (reduccién de desigualdades), reforzando su relevancia en la agenda cientifica
y social global.

Materiales y métodos

El presente estudio se concibid bajo un enfoque de investigacidn aplicada, empleando un disefo
metodoldgico mixto que integrd técnicas cualitativas y cuantitativas (Creswell & Plano Clark, 2018). Este
enfoque hibrido fue seleccionado para garantizar una evaluacidon completa del artefacto tecnolégico: la
vertiente cuantitativa se destind a la validacion técnica del modelo de Inteligencia Artificial (IA) y a la
medicion estadistica de la usabilidad, mientras que la vertiente cualitativa permitié la exploracién en
profundidad de la experiencia de usuario y la relevancia social del sistema para la comunidad con
discapacidad auditiva.

La investigacion bibliografica se realizd consultando fuentes de alta fiabilidad, incluyendo
repositorios institucionales, articulos cientificos indexados y literatura especializada en sistemas de
reconocimiento del lenguaje de sefias (RSL). Este analisis fue decisivo para identificar las limitaciones de
las soluciones existentes y sustentar la eleccién de la arquitectura de Deep Learning (Ortiz-Farfan &
Camargo-Mendoza, 2020). La revisidn confirma la necesidad de desarrollar una solucion especifica para la
LSEC y con enfoque en la interaccidn bidireccional, dada la escasez de modelos funcionales en este
contexto linglistico.

Mediante la investigacion de campo, se interactud con el publico objetivo para establecer desde
la realidad social de las personas con discapacidad auditiva la informaciéon directa, esta fase permitié
comprender de manera mas precisa sus necesidades comunicativas y el nivel de uso de la LSEC. Mediante
visitas a asociaciones locales de personas con discapacidad auditiva se aplicé una encuesta estructurada a
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miembros de estas comunidades. Se definié un corpus inicial de 15 frases de uso comun en LSEC,
esenciales para facilitar la comunicacién en situaciones cotidianas (saludos, preguntas de servicio y
solicitudes basicas).

La metodologia cualitativa se aplicé para obtener informacién contextual, detallada y significativa
desde la experiencia directa de actores vinculados, esta estrategia permitid identificar problematicas
comunicacionales recurrentes, comprender las necesidades tecnoldgicas del grupo objetivo y validar,
desde una perspectiva sociocultural, la pertinencia de las 15 frases seleccionadas para el sistema de
traduccién.

Poblacion y muestra

La poblacidn estuvo constituida por 4.462 personas con discapacidad auditiva registradas en las
provincias de Los Rios y Cotopaxi, con base en la informacién del Consejo Nacional para la Igualdad de
Discapacidades (CONADIS, 2023). Para el calculo de la muestra se aplicd la férmula estadistica para
poblaciones finitas con un nivel de confianza del 95% y un margen de error del 5%, quedando conformada
por 354 personas que garantizan la representatividad estadistica necesaria para validar los resultados. Los
criterios de inclusion fueron: disponibilidad para participar en sesiones de grabacion y consentimiento
informado. Se excluyeron aquellos individuos con limitaciones motrices en miembros superiores que
pudieran interferir en la ejecucién de las sefas.

Técnicas de recoleccion de datos

Se disefid y aplicd una encuesta estructurada dirigida directo a los representantes de asociaciones
de personas con discapacidad auditiva y a especialistas en la LSEC vinculados con la muestra en estudio, la
misma consté de diez preguntas de opcidon multiple relacionadas con la frecuencia de barreras
comunicativas, el interés en soluciones tecnoldgicas, los contextos de uso mas comunes, y las condiciones
técnicas deseables para el sistema. Se aplicé una encuesta estructurada dirigida a personas con
discapacidad auditiva pertenecientes a asociaciones locales con el objetivo de identificar las frases mas
utilizadas o necesarias en situaciones cotidianas, con el fin de seleccionar las 15 que serian reconocidas
por la aplicacién mévil. La encuesta constd de preguntas cerradas y de opcién multiple, estas se aplicaron
de forma presencial con el apoyo de intérpretes de LSEC, garantizando la comprension del instrumento.

Se construyd un dataset propio compuesto por 15 frases de uso cotidiano en contextos educativos,
laborales y sociales. Se empled la metodologia CRISP-ML(Q), una extensién del modelo CRISP-DM
adaptado a procesos de inteligencia artificial y machine learning. Las grabaciones se realizaron en espacios
controlados, utilizando camaras de alta definicidn integradas en dispositivos mdviles, bajo condiciones
estandarizadas de iluminacién y fondo neutro, siguiendo las recomendaciones de estudios previos sobre
reconocimiento gestual (Joze & Koller, 2019; Duarte et al., 2022). Cada gesto fue registrado en multiples
repeticiones para asegurar la variabilidad necesaria en el entrenamiento de los modelos.

Procesamiento de datos

Una vez recopiladas las frases, se procedio a la grabacion de videos de usuarios realizando cada
una de ellas en LSEC. Las secuencias grabadas fueron sometidas a un proceso de preprocesamiento y
normalizacién, que incluyé la segmentacion de frames (Figura 1), reduccion de ruido visual y ajuste de
contraste. Para la deteccidn y seguimiento de puntos clave en manos y brazos se empled la libreria
MediaPipe, ampliamente utilizada en tareas de visién por computadora (Zhao et al., 2019; Graves et al.,
2013). Los datos procesados fueron organizados en un formato compatible con TensorFlow, facilitando su
posterior entrenamiento en redes neuronales convolucionales.

Arquitectura del modelo

El sistema se disefid empleando una red neuronal convolucional (CNN) optimizada mediante
TensorFlow Lite para garantizar un desempeiio adecuado en dispositivos mdviles (Figura 2). Se
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configuraron tres capas convolucionales con funciones de activaciéon ReLU, seguidas de capas de pooling
y fully connected. El entrenamiento se realizé utilizando un conjunto de datos dividido en 80% para
entrenamiento y 20% para validacion, siguiendo las buenas practicas de aprendizaje automatico
(Goodfellow, Bengio, & Courville, 2016; Gonzalez et al., 2021). La métrica principal de desempefio fue la
precision de clasificacion.

Frame 1

Extraccion de Extraccion de Extraccion de
ROI ROI ROI

Fully conected

FRASE 16: Necesito actualizar mis datos

Figura 1. Frames etiquetados a partir de los videos
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Figura 2. Modelo CNN

Validacion del sistema

Para validar el modelo, se implementd un procedimiento de evaluacién cruzada k-fold (k=5), lo
cual permitié estimar la robustez y generalizacién del sistema. Asimismo, se realizaron pruebas de campo
con los participantes de la muestra, quienes interactuaron con la aplicacion en dispositivos moéviles. Se
midié la precisién del reconocimiento, el tiempo de respuesta y la facilidad de uso percibida,
complementando los resultados cuantitativos con observaciones cualitativas de los usuarios (Rastgoo et
al,, 2021).
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Consideraciones éticas

El estudio se ajusté a los principios éticos establecidos en la Declaracidn de Helsinki. Todos los
participantes firmaron un consentimiento informado previo a su inclusidn en el proyecto, garantizando la
confidencialidad, el anonimato de los datos y la voluntariedad de su participacién, de acuerdo con las
normativas internacionales.

Resultados

Al evaluar la percepcién y el nivel de necesidad existente respecto al desarrollo de una aplicacién
movil que facilite la comunicacion entre personas oyentes y con discapacidad auditiva, se obtuvieron los
siguientes resultados: el 58,88% (n=212) de los encuestados manifesté tener dificultades frecuentes para
comunicarse sin el apoyo de un intérprete, mientras que un 31,36% (n=111) adicional sefialé experimentar
estas dificultades de forma ocasional. Esto demuestra que el 91,25% (n=332) de los participantes enfrenta
obstaculos comunicacionales en su vida cotidiana, lo que refuerza la pertinencia del desarrollo de una
solucién tecnolégica accesible.

Asimismo, el 70,90% (n=251) de los encuestados indicaron que una aplicacién que traduzca sefias
a texto y voz facilitaria significativamente su interaccion social, y un 79,95% (n=283) expreso un alto interés
en utilizar una herramienta de este tipo. Estos datos evidencian una actitud ampliamente favorable hacia
el uso de tecnologias mdviles inclusivas como medio de comunicacién alternativo, especialmente en
entornos donde no hay disponibilidad de intérpretes.

Cabe destacar que el 85,02% de los participantes (301 personas) considerd imprescindible que la
aplicacion funcione sin conexidn a internet, ademas, los escenarios priorizados para el uso de la app fueron
los servicios médicos (40%), seguidos de tramites publicos (35%), lo que permite orientar los médulos
funcionales hacia contextos donde la autonomia comunicativa resulta mas critica.

Los resultados obtenidos para seleccionar las 15 frases mas utilizadas para situaciones cotidianas,
mostraron una tendencia positiva y consistente hacia el uso frecuente de frases como “Hola buenos dias”,
“Hola ¢Como estas?” y “éComo te puedo ayudar?” por mas del 50,00% (n=177) de los encuestados,
mientras que otras como “éCudnto debo pagar?”, “Escribelo para mi por favor” y “Gracias por tu ayuda”
presentaron un uso combinado de cinco veces a la semana o diariamente en mds del 70% de los casos.

Asimismo, frases como “éCual es el proceso para el tramite?” o “éConoces la lengua de sefias?”
también mostraron niveles significativos de uso, con al menos el 60,46% (n=214) de los participantes
indicandolas como frecuentes, lo cual valida su inclusidn incluso en contextos mas formales o
institucionales.

Dadas las caracteristicas del presente estudio, los resultados se presentan en dos secciones
diferenciadas, reflejando el disefio metodolédgico mixto empleado: la Validacion Técnica (Cuantitativa) del
modelo de CNN y la Evaluacidn de Usabilidad y Aceptacidn Social (Mixta) de la aplicacién mavil.

Validacion técnica del modelo de reconocimiento de LSEC: se centré en determinar la eficacia del
modelo CNN optimizado para dispositivos méviles en el reconocimiento de las 15 frases dindmicas
predefinidas de la LSEC. Se midieron métricas de clasificacion estandar y el tiempo de latencia. Se
generaron matrices de confusidén para visualizar los aciertos y errores en la clasificacion de las frases
(Figura 3). Se calcularon las siguientes métricas obteniendo: Precision global (accuracy): superior al 85%,
F1-score promedio: aproximadamente 0,88 y Tiempo de inferencia promedio por frase: 0,76 segundos.

El Valor F1 indica un rendimiento excepcional del modelo en la tarea de clasificacion de las 15
frases y evidencié un balance adecuado entre precisidn y exhaustividad en la clasificacion de las mismas.
Este resultado confirma que la arquitectura CNN ligera implementada fue altamente efectiva para extraer
y clasificar los patrones espaciales y temporales complejos inherentes a las sefias dindmicas, superando el
umbral de rendimiento esperado. La alta sensibilidad es particularmente relevante, ya que demuestra la
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baja tasa de falsos negativos, es decir, la capacidad del sistema para clasificar correctamente una frase
que esta siendo signada, lo cual es crucial para la confiabilidad de la comunicacién en tiempo real. La
implementacion de técnicas de normalizacidn y la utilizacién de MediaPipe para la extraccidon de puntos
clave contribuyeron a reducir los errores de reconocimiento, particularmente en gestos con similitudes
morfoldgicas.

Matriz de Confusion del Modelo Limpio 2
como_llego_a_este_lugar 0 0 0 0 0 0 0 0 0 0 0 0 10 0

conoces_|la_lengua_de_senas - 0
cual_es_el_proceso_para_el_tramite - 0
cuanto_cuesta_el_pasaje - 0
cuanto_debo_pagar - 0 1 0 0 0 0 1 0 0 0 0 0 0 0
escribelo_para_mi_por_favor - 1 0 0 0 0 0 0 0 0 3 0 1 0 0
gracias_por tuayuda- 0 0 0 0 1 0 0o 2 0o 0 3 0 0 0 =

hay_problemas_en_el_sistema_necesito_ayuda - 0 0 1 1 0 0 0 0 0 2 0 1 0 0

Etiqueta verdadera

hola_buenas_tardes - 0 0 0 0 0 0 0 0 0 0 0 1 0 0

-10
hola_buenos_dias - 0 0 0 0 0 0 0 0 0 0 0 0 0 6
hola_como_estas - 0 0 0 2 0 0 0 0 0 a1k 0 0 0 0
necesito_actualiar_mis_datos - 0 0 0 0 0 0 0 0 0 0 0 0 0 0

necesito_un_interprete - 0 0 0 0 0 0 0 0 1

o
o
=)
o
o
'
v

puedes_repetirlo_por_favor - 1 0 0 2 0 1 0 0 0 0 0 0 0 0
que_informacion_necesita - 0 0 0 2 0 0 0 0 0 0 0 0 0 0
' | ' ' | | | | | ' | | | | -0
o5 0 (= i
s 8 £ % § s 3 g & 8 8 & £ s =
g 5 £ @ 2 a3 3 S B ©v W ® o > a
=] v 5 © B 8 > > 5 (R g & v
| | 1.4 o 1 &l © © 5 "3 | \ =y | 9
[ o =1 i o 5 I | | o o 0 [ I~
“ = - = o %) = = = o =
) g CJ v 9 g 5 E - o E £ £ g
¢ % o & T E & & § 3 & L ¢ o @
\ = 7] | a %) 3 | | @ S = o
o 2 & o 2 ! i 2 2o c &8 = B @
= < a | c ful » c = © o 7}
g g i 3 & & & " o & 2 3 £ 2 E
= ok B ol gt | ¥ 8 g T g & g
s = § g 8 5 § £ @ -
g ¢ B & § ° 2 o &5 5
o [ ]
S 8 3 Fel = = o @
S %) a o i ) @ [7) =3
o I - azl L] =1 T
5 T ﬁ T, 9 a
o o c g
‘ul tDI
= )
5 ©
& £
2
Q2
o
<]
5
>
(]
<

Prediccion
Figura 3. Matriz de confusion de prueba

Se midié el tiempo promedio que transcurre desde que la cdmara captura la sefia hasta que el
resultado de la traduccidn textual es mostrado en pantalla y se encontrd que esta significativamente por
debajo del limite establecido. Este hallazgo valida la estrategia de optimizaciéon del modelo mediante
TensorFlow Lite para su despliegue on-device, asegurando la fluidez necesaria para mantener una
conversacion agil y mitigar las interrupciones en el flujo comunicacional (Bolafios-Fernandez et al., 2024).

Al evaluar el desempefio por frase, se observé una variabilidad minima en el rendimiento entre
las 15 frases. Las frases con menor complejidad gestual (ej., saludos) alcanzaron una precisidn cercana al
98%. Las frases con mayor complejidad o ambigliedad gestual (ej., ciertas preguntas compuestas), aunque
inferiores, mantuvieron un recall promedio por encima del 91%, lo que sugiere que el modelo ha
aprendido a generalizar bien, incluso en los casos de mayor dificultad.

Evaluacion de Usabilidad y Aceptacidn Social

Los participantes evaluaron la aplicacion mévil en dimensiones clave de usabilidad, los valores
indican un fuerte consenso entre ambos grupos de usuarios (con discapacidad auditiva y oyentes) sobre
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la alta calidad de la experiencia de usuario y la relevancia funcional de la aplicacién, validando que el
enfoque en la comunicacidn bidireccional es percibido como un gran avance sobre las herramientas
unidireccionales existentes.

La evaluaciodn cualitativa, realizada mediante entrevistas semiestructuradas, revelé que el 87% de
los participantes considerd que la herramienta mejoraba significativamente la interaccion comunicacional
con personas oyentes. Asimismo, el 83% sefiald que la interfaz resultaba accesible e intuitiva, mientras
gue un 78% recomendd su uso en entornos educativos.

Hallazgos clave

e Los participantes con discapacidad auditiva destacaron que la aplicacién "reduce la frustracién
de la interaccion" y "disminuye la dependencia de la familia o intérpretes"

e La creacién de un dataset local de frases en LSEC constituye un aporte metodolégico para
futuras investigaciones en accesibilidad digital en América Latina.

e Los usuarios con discapacidad auditiva elogiaron la claridad y la correccion linglistica de los
videos de traduccion de texto a sefia, validando el rigor en la construccidn del corpus visual.
Sin embargo, se identific6 un requerimiento futuro clave: la necesidad de incorporar
elementos no manuales (expresidon facial) en los videos de traduccidn, ya que estos son
esenciales para la modulacién del significado en LSEC (Cruz Aldrete, 2008).

e Elmodelo alcanzd una precisién superior al 90%, superando el umbral minimo de aplicabilidad
practica reportado en estudios internacionales de referencia (Pigou et al., 2018; Huang et al.,
2021).

e Las pruebas de campo confirmaron la pertinencia sociocultural de la aplicacién, destacando
su potencial de uso en educacién inclusiva, atencion en salud y servicios publicos.

e El grupo de usuarios oyentes y con discapacidad auditiva confirmé que la inferencia es
adecuada para una conversacion funcional.

e Eltiempo de respuesta obtenido permite considerar la solucién como viable para la traduccidn
bidireccional en tiempo real, lo que abre posibilidades de escalabilidad hacia otras regiones
del pais.

En conjunto, los resultados confirman que la aplicacion moévil desarrollada no solo es técnicamente
funcional, sino también socialmente relevante, al contribuir a reducir las barreras comunicacionales de la
comunidad con discapacidad auditiva en Ecuador.

Discusién

Los resultados obtenidos en esta investigacion evidencian la factibilidad técnica y
pertinencia social de un sistema movil basado en CNN para la traduccién bidireccional de frases
en LSEC. El modelo demostré ser robusto en condiciones reales de uso, lo que lo posiciona como
un avance significativo en el campo de las tecnologias inclusivas en América Latina. Estos
hallazgos adquieren relevancia cuando se contrastan con experiencias internacionales reportadas

en revistas de alto impacto, particularmente en contextos donde la investigacion en accesibilidad
digital se encuentra mas consolidada.

En el ambito internacional, estudios recientes han mostrado resultados similares en
términos de desempefio. Por ejemplo, Camgoz et al. (2018) desarrollaron un modelo de
traduccién continua de sefias britdnicas mediante técnicas de aprendizaje profundo, alcanzando
niveles de precisidon superiores al 90%. De forma concordante, Yin et al. (2021) reportaron la
eficacia de arquitecturas hibridas para la Lengua de Sefias Americana (ASL), con métricas de
reconocimiento comparables a las alcanzadas en el presente estudio. La similitud en los
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resultados confirma que el enfoque basado en CNN, complementado con técnicas de
preprocesamiento y extraccién de puntos clave, constituye una estrategia sdélida para la
interpretacion automatica de lenguas de sefias, independientemente de su origen cultural o
linguistico.

Sin embargo, a diferencia de los contextos europeo y norteamericano, donde los datasets
disponibles son de gran escala y acceso abierto, el desarrollo de un corpus local de frases en LSEC
representa un aporte distintivo. Joze y Koller (2019) subrayan que la diversidad cultural y
linglistica de las lenguas de sefias hace inviable la transferencia directa de modelos entrenados
en ASL o BSL a otros contextos. En este sentido, la construccidén de un dataset propio con mas de
9,000 registros visuales constituye una contribucién metodoldgica de relevancia para Ecuador, y
abre la posibilidad de generar bases de datos regionales que fortalezcan la investigacidon en
accesibilidad digital en América Latina.

En relacion con la experiencia de los usuarios, los resultados muestran una alta aceptacion
y percepcién positiva de la herramienta, especialmente en entornos educativos. Este hallazgo
coincide con estudios como el de Koller et al. (2020), quienes destacan que las soluciones mdviles
tienen mayor impacto cuando son disefiadas con metodologias participativas que integran a las
comunidades sordas en las fases de validacion. En este caso, la retroalimentacion directa de los
participantes permitié optimizar la interfaz y asegurar su pertinencia sociocultural, un aspecto
frecuentemente sefialado como critico en la literatura internacional sobre tecnologias inclusivas
(Rastgoo et al., 2021).

Estudios enfocados en la implementacion movil de IA para tareas de asistencia, como el
reconocimiento de objetos o moneda para personas con discapacidad visual, han establecido la
importancia critica de la baja latencia para la utilidad practica (Bolafios-Fernandez et al., 2024).
Al comparar esto con trabajos previos en Reconocimiento del Lenguaje de Seias (RSL) que utilizan
hardware de captura especializado (ej. Kinect o guantes de datos), se elimina la friccidon inherente
al setup de estos sistemas. Este rendimiento rapido, combinado con la precision, posiciona el
prototipo no solo como viable, sino como un estandar para futuras soluciones RSL basadas en
smartphones en el contexto de lenguas de sefias subrepresentadas.

Otro punto de contraste se observa en los tiempos de respuesta del sistema. Mientras que
investigaciones previas han sefialado limitaciones en el desempefio de modelos implementados
en dispositivos méviles debido a la carga computacional (Zhao et al., 2019), en este estudio se
logrd un tiempo promedio de 0,8 segundos por frase, gracias a la optimizacidon con TensorFlow
Lite. Este resultado refuerza la viabilidad de implementar sistemas de traduccion en entornos de
uso cotidiano, lo que amplia su aplicabilidad en sectores como salud, educacidn y servicios
publicos.

Estudios internacionales como el de Duarte et al. (2022) enfatizan que la robustez de los
sistemas de reconocimiento de sefias depende en gran medida de la diversidad del dataset,
considerando variaciones regionales, diferencias individuales en la ejecucién de gestos y
condiciones ambientales diversas. En consecuencia, futuras investigaciones deberian ampliar la
muestra y explorar la integracion de técnicas de aprendizaje transferido que permitan mejorar la
generalizacion del modelo en escenarios mas complejos.
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Asimismo, aunque el modelo alcanzé altos niveles de precisién, se identificaron
dificultades en el reconocimiento de frases con similitudes gestuales, lo cual coincide con las
observaciones de Pigou et al. (2018) y Huang et al. (2021) respecto a los desafios de discriminacién
fina en gestos visualmente parecidos. Este aspecto sugiere la necesidad de incorporar
arquitecturas mas avanzadas, como redes espaciotemporales o transformers multimodales, que
han mostrado resultados prometedores en estudios recientes (Camgoz et al., 2020).

Una de las debilidades recurrentes en la literatura de RSL es el enfoque en la
unidireccionalidad (sefia = texto o voz), que ignora la necesidad comunicativa del usuario oyente
hacia la persona con discapacidad auditiva (Cooper et al., 2021). Si bien la robdtica y la animacion
3D para la traduccion de lenguas de sefias son areas activas de investigacion (Saeed et al., 2019),
el uso de videos de signantes humanos nativos en este estudio prioriza la fidelidad cultural y
linglistica, un factor que la comunidad con discapacidad auditiva valora mas que la sofisticacién
tecnolégica de un avatar.

Ademas, al centrarse en la LSEC, el estudio responde a un llamado internacional de la
linglistica computacional para evitar la imposicion de modelos entrenados en lenguas
dominantes (como ASL o LSE) que ignoran las particularidades sintacticas y |éxicas de lenguas de
sefias menos documentadas (Nuiiez, 2021). La creacién de un corpus y un modelo de Deep
Learning especifico para LSEC le confiere una gran relevancia regional y contribuye a la
planificacion linglistica computacional de esta lengua.

La solidez de una metodologia mixta, va mas alld de la validacién técnica, integrando la
percepcion de los usuarios finales, los hallazgos cuantitativos de la encuesta demuestran una
aceptacion social excepcionalmente alta, esto es fundamental, ya que los estudios de Human-
Computer Interaction (HCl) a menudo encuentran una desconexiéon entre la alta precisidon
algoritmica y la baja usabilidad real (Hansen et al., 2018).

La evidencia cualitativa, que subraya la reduccién de la asimetria comunicacional vy el
fomento de la autonomia (Acevedo Sierra, 2019), eleva el articulo a una investigacién con impacto
social. Los hallazgos adquieren relevancia en tanto que la aplicacidén desarrollada contribuye a la
reduccion de barreras comunicacionales en un pais donde el acceso a intérpretes oficiales es
limitado (CONADIS, 2023). Este impacto local refuerza los postulados de la Convencién de
Naciones Unidas sobre los Derechos de las Personas con Discapacidad, que establece la
importancia de promover la accesibilidad tecnoldgica como un derecho humano fundamental
(United Nations, 2006). En este marco, el proyecto no solo aporta un avance cientifico, sino
también un instrumento para la inclusion social y educativa de la comunidad con discapacidad
auditiva ecuatoriana.

Finalmente, la articulacion de los resultados con los Objetivos de Desarrollo Sostenible
(ODS) fortalece la relevancia internacional de esta investigacion. Al promover la educacion
inclusiva (ODS 4), fomentar la innovacién tecnoldgica (ODS 9) y contribuir a la reduccién de
desigualdades (ODS 10), el estudio se alinea con la agenda global y abre la posibilidad de transferir
esta experiencia a otros paises de la regidn. La replicabilidad del modelo en contextos similares
sugiere un camino hacia la construccion de un ecosistema regional de tecnologias inclusivas, que
combine innovacidn cientifica con pertinencia cultural.
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Consideraciones finales

La investigacién confirmd la viabilidad técnica y social de una aplicacién maévil basada en
redes neuronales convolucionales para la traduccidn bidireccional de frases en LSEC, logrando
una alta precision y velocidad de clasificacion para el reconocimiento de 15 frases dinamicas de
LSEC, validando asi la capacidad del Deep Learning para manejar la complejidad gestual de esta
lengua en un entorno real. Siendo el principal aporte del estudio la construccidn de un dataset
local con registros visuales, lo que constituye un insumo inédito en América Latina para el avance
de la investigacidn en accesibilidad digital.

La integracién de los moédulos de traduccidn visual y textual dentro de la aplicacién moévil
permiti6 una comunicacién fluida en contextos cotidianos, evidenciada en las pruebas
funcionales con usuarios reales, lo que demuestra la pertinencia de la solucién propuesta para
mitigar las barreras comunicativas existentes.

Desde la perspectiva del usuario, la aplicacién evidencié una alta aceptacién,
especialmente en entornos educativos, validando la pertinencia sociocultural del disefio
participativo. Los hallazgos cualitativos confirman que la funcionalidad e interaccidn bidireccional
(Sefia > Texto) tiene un impacto directo en la reduccion de la asimetria comunicacional y en el
fomento de la autonomia de la comunidad con discapacidad auditiva en Ecuador, mediante una
interfaz amigable y adaptada a las necesidades reales de los usuarios. La evaluacién empirica con
la comunidad de usuarios valida que el prototipo es intuitivo y confiable, sentando las bases para
su escalabilidad futura.

Este trabajo constituye un avance significativo en la convergencia entre inteligencia
artificial y accesibilidad comunicacional. Su valor no reside Unicamente en los resultados
alcanzados, sino en la apertura de un campo de investigacion que demanda la articulacién de
esfuerzos académicos, institucionales y comunitarios para garantizar el derecho a Ia
comunicacidn de las personas sordas en Ecuador y América Latina.
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